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Abstract

Voice conversion is the task of converting speech of a source speaker as a target speaker would have said it. This project considers the case of non-parallel dataset where the source and target speakers don’t speak the same sentence in the training set and shows that using sentence embeddings in combination with WGAN can give an improvement over existing methods.

Task Definition

We are given an audio input from speaker $s$ from which we obtain the spectral frames $X_s = \{x_{s,n}\}_{n=1}^{N_s}$ where $N_s$ is the number of spectral frames. We are also given a target speaker $t$ for which we have to generate spectral frames $X_t = \{x_{t,n}\}_{n=1}^{N_t}$ and therefore the audio output. The audio output should be such that it sounds like target speaker $t$ speaking the linguistic content of $X_s$. The most common way to evaluate voice conversion systems currently is to get subjective opinion from listeners. This is quantified using the metric called Mean Opinion Score (MOS). Metrics like mean cepstral coefficients are not used as the findings from this metric is not consistent with human evaluation (Hsu et al. 2017).

The work is done using the dataset provided by Voice Conversion Challenge 2018 1. In this task, in addition to the source and target voice samples in both parallel and non-parallel settings, we are also given the corresponding transcriptions. All voice samples are in English and so are the transcriptions. In this work we extend earlier concepts on similar data (Voice Conversion Challenge 2016) to exploit this extra information provided by the transcriptions.

Methodology

There are two ways in which voice conversion can be done, namely parallel and non-parallel. In parallel voice conversion, both source and target speaker say the same text while in non-parallel, the text spoken can be different.

Broadly, the idea in voice conversion is to separate a speech into speaker independent and speaker dependent encoding. The speaker independent part is then combined with the speaker characteristics of the target speaker to generate the speech as spoken by the target speaker. In parallel case, the speaker independent part will be same for both source speech and target speech during training which can be used to better separate the speaker dependent part.

C-VAE

The task here is non-parallel as is given in (Hsu et al. 2016). A conditional Variational Autoencoder (c-VAE) (Sohn et al. 2015) is used to encode ($\mathcal{E}$) the source speech ($X_s$) into a speaker independent representation ($z$). It is then concatenated with the one-hot vector of the target speaker ($y$) and passed through a decoder (generator, $\mathcal{G}$) to get the target speech ($X_t$) as given in (Hsu et al. 2016).

During training, encoder minimizes the KL-divergence between $z$ and standard normal distribution $\mathcal{N}(0, 1)$. The encoder and decoder together maximize the log likelihood of data $\log p(X|z, y) = \mathcal{N}(\mathcal{G}(z, y), I)$. The overall cost to minimize then becomes

$$J_{vae} = D_{KL}(z||\mathcal{N}(0, 1)) - \log p(X|z, y)$$

Since $z$ is a sample from a distribution which depends on the encoder, it is not possible to do backpropagation through it. Hence, it is re-parametrized as $\mathcal{N}(\mathcal{E}_\theta(X), diag(\mathcal{E}_\sigma(X)))$. $z$ can then be written as $\mathcal{E}_\theta(X) + diag(\mathcal{E}_\sigma(X))\epsilon$ where $\epsilon$ is a sample of $\mathcal{N}(0, I)$. Figure 1 shows the architecture of c-VAE.

1http://vc-challenge.org/
VAWGAN

(Hsu et al. 2017) extend this idea further by adding a Wasserstein objective function to the generator. A discriminator network is added to the system which finds the Wasserstein distance between the input and the generated speech. The generator tries to minimize this distance while also maximizing the log likelihood.

(Arjovsky et al. 2017) define Wasserstein distance between 2 probability distributions $P_r$ and $P_g$ as

$$W(P_r, P_g) = \inf_{\gamma \in \Pi(P_r, P_g)} \mathbb{E}(x, y) \sim \gamma [|x - y|]$$

Here, $\Pi(P_r, P_g)$ is the set of all joint distributions whose marginals are $P_r$ and $P_g$. This distance is also called as Earth Mover distance since this is the amount of probability mass that needs to be moved to convert $P_r$ into $P_g$ (or vice versa).

Calculating the infimum is computationally intractable and hence the above distance is approximated as

$$W(P_r, P_g) = \sup_{||f||_L \leq 1} \mathbb{E}_x \sim P_r[f(x)] - \mathbb{E}_{x \sim P_g}[f(x)]$$

$||f||_L \leq 1$ denotes all 1-Lipschitz functions.

The discriminator network parametrizes 1-Lipschitz functions $f$ (either by clipping the weights or by introducing a gradient penalty). $P_r$ is the distribution corresponding to data and $P_g$ is the distribution corresponding to the generated data. Every data point given during training is a sample from the data distribution. The output generated after passing it through encoder and generator is a sample from the generated data distribution. Passing them through discriminator gives $f(x)$ and $f(x_g)$ where $x$ is the original data and $x_g$ is the generated data. Thus, the loss function for the discriminator network is given by

$$J_{wgan} = f(X) - f(X|z, y)$$

The discriminator needs to maximize this loss while generator needs to minimize it. When combined with the c-VAE architecture, the total loss function for the generator to minimize becomes

$$J_{gen} = -\log p(X | z, y) + \alpha J_{wgan}$$

where $\alpha$ is a parameter controlling the contribution of Wasserstein distance to the loss. Figure 2 shows the architecture of the system with WGAN added.

**VAWGAN-S**

In this work we extend this idea further to incorporate sentence embeddings of the sentence spoken as well. In the Voice Conversion Challenge 2018, the training data also contains transcriptions which is used during training. The architecture proposed is shown in figure 3.

We first get a good representation for the sentence by following the algorithm given in (Arora et al. 2017). The algorithm assumes that we have some word embeddings. For this task we use the word embeddings provided by fasttext\(^2\) (Bojanowski et al. 2016) which gives a 300-dimensional vector for each word. Now given a set of sentences we directly get a weighted mean of word vectors forming the sentence. The weight is given by $\frac{a}{a + p(w)}$ with $a$ being a hyper-parameter and $p(w)$ being the unigram probability. Sentence vector is therefore calculated as below

$$v_s \leftarrow \frac{1}{|s|} \sum_{w \in s} \frac{a}{a + p(w)} v_w$$

This gives us a vector $v_s$ for each sentence. This is followed by getting the first singular value of the matrix formed by $v_s$ as its columns which we call $u$. For each $v_s$ its projection on this vector is subtracted out to get the embedded sentence vector

$$v_s \leftarrow v_s - uu^Tv_s$$

We note that at test time there is no transcription given, so ideally we would like an encoder which produces the sentence embeddings. For this purpose we add another encoder called the text encoder which given speech data extracts out the sentence embeddings.

We had initially thought of using an explicit ASR system which could output an actual text which could further be embedded using the above algorithm but we didn’t pursue this line of thought as this method would ultimately be limited by the efficiency of ASR system because if the word can’t be decoded, it cannot be henceforth embedded. Instead of this, we use the text encoder which would find the function directly from the speech features space to the sentence embedding space.

Once we have the sentence embeddings we pass it to the generator which makes use of the vector obtained from previous encoding as well as the speaker id which is encoded as

\(^2\)https://github.com/facebookresearch/fastText
a one-hot vector to generate the output. The rest of the discriminator part remains the same as that in the VAWGAN.

Algorithm 1 Algorithm to train VAWGAN-S

```
function AUTOENCODE(X, y, t):
    Z_m ← E_φ(x)(X)
    Z_a ← E_φ(x')(X)
    Z ← sample from N(Z_m, Z_a)
    T ← E_ψ(T)(X)
    X' ← (G_θ[Z, y, T])
    return X', Z, T
end function
```

Initialize φ, ψ, θ while not converged do do
X_s, T_s ← minibatch of samples from source
X_t, T_t ← minibatch of samples from target
X'_s, Z_s, T'_s ← AutoEncode(X_s, y, T_s)
X'_t, Z_t, T'_t ← AutoEncode(X_t, y, T_t)
X'_t[H] ← G_θ[Z, y, T](X_t)
J_obs ← J_obs(X_s) + J_obs(X_t)
J_lat ← J_lat(Z_s) + J_lat(Z_t)
J_wgan ← J_wgan(X_t, X_s)
J_t ← J_t(T_s, T'_t)
while not converged do
    ψ ← update(−∇ψ(−J_wgan))
    φ_E ← update(−∇_φ_j(J_obs + J_lat))
    φ_T ← update(−∇_φ_j(J_t))
    θ ← update(−∇θ(J_obs + α J_wgan))
end while
end while
```

Implementation Details

**VAWGAN**

We started with the code give by (Hsu et al. 2016) for voice conversion using VAE. Speech is first converted into spectral features using pyworld vocoder. The spectral features are then passed into a CNN which acts as the encoder. The output of this CNN is concatenated with the one-hot representation of the speaker and passed into another CNN which acts as the generator.

We then added the discriminator network to it. The generated output and the original data are passed through the discriminator to get the Wasserstein distance. The networks are then trained using their corresponding losses. The hyperparameter values and the network architectures were same as that given in (Hsu et al. 2017).

**VAWGAN-S**

The implementation of VAE and WGAN part is kept the same as detailed above. To get the sentence embedding we use pre-trained vectors from FastText (Bojanowski et al. 2016). To get the unigram probability distribution we initially used the corpus WikiText2 (Merity et al. 2016). Unfortunately, this corpus doesn’t include common words used in spoken English. For eg., the corpus didn’t include the word “I” which is expected because of the form of sentences used in the corpus. We then considered using the corpus provided by Peter Norvig ⁴ which uses 1 ½ million most frequent words to generate the unigram distribution. We expect similar sentence embedding because as it is mentioned in (Arora et al. 2017) that the embeddings generalizes across different corpus. There is a hyperparameter α used in weighing different words which we set it as a constant 10⁻³ which is the same as used in the paper.

Now we train a text encoder to generate this sentence embeddings. The structure of the text encoder is exactly the same as that of the encoder used in VAWGAN (explained above). For training, since we have the transcriptions, we directly give the sentence embeddings to the generator, and use a l2-loss metric for the output of the text encoder and the sentence embedding as is shown in 3. It is noted that the 12 loss saturates very quickly.

At test time, we get two encodings z and t_enc. The generator now makes use of this new t_enc to generate the audio output.

Experimental Setup

Voice conversion challenge 2018 dataset ⁵ is used for experimentation. The challenge has two tasks HUB and SPOKE tasks. HUB task consists of parallel training data while the SPOKE task has non-parallel data. For the HUB task, there are 4 source speakers and 4 target speakers (2 males and 2 females in each). Each speaker utters the same set of 81 sentences. For the SPOKE task there are 4 other source speaker (again 2 males and 2 females) and the target speakers remain the same as from the HUB task. The dataset also provides the corresponding text transcriptions for each HUB and SPOKE task.

The evaluation metric we choose is Mean Opinion Score (MOS), i.e., subjective scores made by different people as is the standard in the literature for voice conversion (Hsu et al. 2017). The rating is on a scale of 1-5, with 1 being poor and 5 being excellent. We gave the users voice samples of the source, actual target, voice converted VAE baseline and voice converted using VAWGAN. The information about the last two is hidden from the user. The user is additionally asked about the gender identification of the output voice. We give a total of four samples one from each Female to Female, Male to Male, Female to Male, Male to Female.

Results and Discussions

Overall VAWGAN ratings are better than VAE baseline which is consistent with the results presented in (Hsu et al. 2017). VAWGAN clearly outperforms VAE baseline model in both inter-gender and intra-gender conversion tasks as seen in figures 4 and 5. MOS is higher in both cases and even

---


3. ⁴ http://norvig.com/ngrams/

4. ⁵ https://github.com/JeremyCCHsu/vae-npvc
in a direct comparison, speech from VAWGAN is regarded better. Decrease in MOS for both the architectures between intra-gender and inter-gender shows that inter-gender conversion in general more difficult than intra-gender.

Gender identification errors (errors in identifying the gender of the target speaker) in inter-gender conversion in higher VAE baseline model compared to VAWGAN. This shows that the addition of Wasserstein objective function led the generator to better combine the encoded information and speaker characteristics.

The length of the sentence played a role in the quality of conversion. VCC 2018 dataset has much longer sentences as compared to VCC 2016 dataset and it directly affects conversion, decreasing the MOS. We believe that allowing variable size feature length (by using a sequential architecture) could solve this problem.

The content representation is currently done with the help of an encoder. Instead, the word or phone sequence of the source speech can be generated using a automatic speech recognition system and used as the content representation. Our work on sentence embedding is a step in that direction.

Speaker representation is given in the form of a one-hot vector in this project. If better representation like i-vectors are given, the generator can use it for generating better conversions. Passing the speaker representation to the encoder might also help it encode only the speaker independent part, hence, improving the quality of content representation.

Summary

The results of voice conversion using VAE and WGAN given in (Hsu et al. 2017) have been replicated. A novel method of extending it by using sentence embeddings as a representation of content has been developed.

In future, better speaker representation like i-vectors and better content representation can be used for improving encoding and generation.
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